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ABSTRACT:

Personality exerts a pivotal influence on Technical and Vocational Education and Training
(TVET) by shaping individuals' learning approaches, social interactions, and practical skill applica-
tions. Customizing educational strategies and curriculum designs to suit diverse personality profiles
cultivates a more conducive learning environment, enabling each student to optimize their abilities
and contribute effectively to their chosen vocational fields. Incorporating personality considerations
into TVET programs not only enhances skill acquisition but also fosters personal growth and profes-
sional success among learners. This research aims to test our hypothesis that can we predict TVET
courses based on personality traits and whether is there any role of demographics (age and gender),
and examination performance scores in TVET course prediction. Data for this research were collected
Jfrom one of the largest TVET training providers and a five-fold cross-validation technique with MDS
analysis and Decision Tree methods were used. The result discovered that TVET courses can be
predicted based on personality traits and demographics and Examination Scores have a significant
role in TVET course prediction. Prediction accuracy of 78% is achieved by SVC, 76% by Naive Bayes,
and 74% by Random Forest classifies.

KEYWORDS: TVET Digitization, Big Five Personality, TVET Systems, ICT Integration in TVET

1. INTRODUCTION Nations Educational, Scientific and Cultural

TVET plays a crucial role in cultivating a skilled
workforce through formal training institutes and
industry apprenticeship programs. It serves as a
key driver for poverty alleviation by creating
diverse pathways for skills development, thereby
enhancing career progression opportunities for
youth. Our previous exploration [1], [2] revealed
that the majority of TVET trainees, accounting
for 94%, are young individuals aged between 15
to 25 years, with 86% having completed
Matric-level education in Pakistan. This under-
scores TVET's pivotal role in sustainable develop-
ment [3], particularly in empowering youth.
Many of these trainees are former dropouts living
at or below the poverty line, who are acquiring
skills to support their families. The United

Organization (UNESCO) Sustainable Develop-
ment Goals (SDGs) for 2030 [4], including
Quality Education (SDG-4), Gender Equality
(SDG-5), Decent Work and Economic Growth
(SDG-8), and Partnership for the Goals
(SDG-17), are highly relevant to TVET. There is
a pressing need [5] to introduce digital and
modern initiatives to meet the challenges posed
by Industry 5.0 in terms of products and services.
Personality is undeniably one of the most intrigu-
ing facets of human existence, encompassing
enduring patterns of thoughts, emotions, and
behaviors that distinguish individuals from each
other. The integration of personality traits into
computing systems and applications marks a
transformative era in technology. Over the past
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decade, the field of personality computing has
experienced substantial growth [6], [7].
Specifically, personality computing has found
applications  in  Automatic  Personality
Recognition, recommendation systems, and
human-computer interaction research [8], [9],
[10]. By delving into human personality, we can
establish connections between personality traits
and career paths, skills acquisition, and learning
outcomes [11]. This understanding enhances our
ability to tailor educational and vocational
interventions to individual traits, thereby
optimizing personal and professional
development. The BFI model and the
Myers—Briggs Type Indicator (MBTI) model
trace their origins to theories developed in the
late 19th and early 20th centuries. Both models
aim to categorize individuals based on various
personality traits, although they employ different
frameworks and approaches. The Big
Five-Factor Inventory [12] is a widely used and
well-established tool for assessing personality
traits, employing a distinct set of questions to
measure these dimensions.

Figure 1: BFI OCEAN Personality Dimensions

The BFI, also known as the OCEAN model,
encompasses five fundamental personality
dimensions and is widely recognized in
psychological testing [13]. These
dimensions—Openness to Experience,
Conscientiousness, Extraversion, Agreeableness,
and Neuroticism—each capture distinct aspects
of personality, as shown in Figure 1.

The rationale behind this research stems from the
discrepancy  observed  despite  substantial
international funding from organizations such as
the United States Agency for International
Development (USAID), the Department for
International Development (DFID) of the United
Kingdom, the British Council, the Japan
International Cooperation Agency (JICA), and
the World Bank, alongside national funding from
both public and private sectors in Pakistan's
Technical and Vocational Education and Training

(TVET) sector. Despite these investments, the
employability rate remains low at 38% [14].
Concurrently,  Pakistan  faces  significant
challenges with skill shortages, which contribute
to the difficulties encountered in infrastructure
development projects [15]. The inadequacy in
employability not only impedes economic
development [16], [17] but also undermines its
equity and sustainability [18]. Previous research
conducted by our team assessed the integration of
ICT in TVET and emphasized the critical role of
digital initiatives in addressing industry
challenges.

Data collection for this study was carried out in
collaboration with the Punjab Vocational Training
Council (PVTC), one of the largest providers of
Technical and Vocational Education and Training
(TVET) in Punjab, Pakistan [19]. PVTC oversees
over three hundred and fifty Vocational Training
Ingtitutes (VTIs) across the province, offering
training in more than a hundred trades.
Enrollment sessions are held biannually, in
January and July. Data collection spanned four
enrollment sessions from 2019 to 2021. The
collected data  includes  comprehensive
information on TVET trades knowledge, VTI
details, trainee personal information, and
individual BFI personality traits. This data was
systematically stored in a database. Throughout
all phases, the progress of each trainee's
coursework was meticulously monitored, and data
was annotated with their actual course progress.
This labeled dataset formed the basis for
subsequent analysis and predictions in this
research. Data collection utilized both an online
application and paper-based questionnaire survey
forms. A total of 1075 trainee records were
cleaned, preprocessed, and labeled with course
progress over a period exceeding two years.
Approval for data collection and research
publication ~was obtained from PVTC
management before conducting the study. To
comprehend the challenges contributing to the
low employability of TVET trainees, an
investigation into the admission and course
selection processes of TVET institutes was
undertaken. It was discovered that TVET trainees
typically gain admission without undergoing
academic tests, career counseling, or personality
aptitude evaluations. Further exploration involved
conducting a comprehensive survey among 901
TVET trainees regarding their course selection
process. The findings revealed that 49% of
trainees base their course choice on personal
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knowledge, 25% rely on recommendations from
others, and 10% are admitted based on informal
referrals. Notably, none of the trainees underwent
academic testing, personality assessments, or
career counseling during admission. This study
aims to analyze the relationship between
personality traits and TVET courses. By
correlating learning aptitude with personality
dimensions, the research seeks to predict dropout
rates, student failures, and success rates among
TVET trainees more accurately and at an earlier
stage. In this research, we utilized several
statistical and machine learning techniques to
analyze the relationship between BFI personality
traits, age, gender, exam scores, and the selection
of Technical and Vocational Education and
Training (TVET) courses. Five-fold
cross-validation [20] was employed to assess the
predictive accuracy of our machine-learning
models. This method involves dividing the
dataset into five equal subsets, where each subset
is used as a testing set while the remaining four
subsets are used for training. This process is
repeated five times, ensuring that all data points
are evaluated across different training-testing
splits, thereby enhancing the reliability of our
predictions. Multidimensional Scaling (MDS)
analysis was also utilized to visualize and
interpret the high-dimensional relationships
within our data, simplifying the understanding of
complex patterns. Decision Tree techniques were
employed to outline potential outcomes based on
our gathered data, providing insights into
effective course selection strategies for TVET
trainees. Previous studies in TVET [21] have
successfully employed k-fold cross-validation to
predict student outcomes using various machine
learning models such as Decision Trees, Neural
Networks, Logistic Regression, and Naive
Bayes. Our specific study found that the Support
Vector Classifier (SVC) achieved the highest
accuracy of 78%, followed by Naive Bayes with
76%, and Random Forest with 74% accuracy in
predicting TVET trades based on BFI personality
traits, age, gender, and exam scores of 75+. These
findings underscore the potential of machine
learning  techniques to optimize course
placements and enhance outcomes in TVET
programs. The structure of the remaining paper is
outlined as follows: Section II offers an overview
of the literature review, encompassing relevant
theories and studies. Section III delineates the
methodology employed in this study, while
Section IV presents the data analysis. Section V

discusses the hypotheses formulated for this
study, and Section VI presents the results. Section
VII provides an interpretation of the results,
followed by Section VIII which compares the
findings with existing literature. Finally, Section
IX discusses the conclusions drawn from the
study and suggests future research directions.

2. LITERATURE REVIEW

Five-fold cross-validation is a robust technique
used in data analysis to validate and assess the
performance of predictive models by dividing the
data into five subsets, with each subset serving as
a testing set iteratively while the remaining data
act as training sets. This method helps mitigate
overfitting and provides a more reliable estimate
of model accuracy across different data samples.
K-fold cross-validation has been successfully
applied in various TVET studies for prediction
and analysis. For instance, a case study in
Ethiopia [22] involving 7,561 TVET trainees
revealed that factors such as Education mode of
training  experience, Level, Purpose of
Assessment, Candidate's category, Age, Sector,
Sex, and Employment type significantly
influenced students' performance in practical
exams. Similarly, factors including Level,
Candidate's category, Sex, Age, Employment
type, Sector, Purpose of Assessment, and
Education mode of training experience were
found to be influential for theory exams. In
another case study from Benin [23], mathematics
and biology marks were used to develop a
prediction model for 325 trainees. The study
demonstrated that Support Vector Classifier
(SVC) and Random Forest algorithms effectively
collaborated to provide optimal guidance for
learners in the TVET context. Personality traits
have increasingly influenced recommendation
systems across various domains, with researchers
advocating for their integration alongside social
characteristics. The Big Five Personality model
[24], [25], [26] has proven effective in predicting
and enhancing academic performance. In this
study, we utilized BFI personality traits to extract
knowledge for predicting TVET courses. Despite
the absence of a specific BFI dataset for TVET in
Pakistan, this research contributes by creating and
enhancing such a dataset. Future extensions of
this research aim to predict TVET trades for new
trainees based on their BFI Personality traits.
Personality-driven recommendation systems [27],
[28] have demonstrated higher accuracy
compared to traditional methods. This study seeks
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to establish a relationship between TVET trades
and BFI personality traits, laying the groundwork
for personalized TVET recommendations based
on personality traits.

3. METHODOLOGY

A research methodology is a set of methods and
practices used to collect and analyze data related
to a particular research subject. The research
methodology for this study is illustrated in Figure
1. Step 1 involves data collection, cleaning, and
pre-processing. Step 2 includes initial data
analysis and visualizations. In Step 3, hypotheses
for the research are formulated, followed by Step
4 where results are evaluated. Step 5 focuses on
interpreting the results, and Step 6 concludes
with a comparison of findings with existing
literature. This section addresses data collection,
cleaning, and preprocessing. Section IV covers
data analysis, while Section V presents the
hypotheses. Section VI discusses the results, and
Section VII provides interpretations. Section VIII
compares findings with existing literature.
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Figure 2: Research Methodology

A total of 1075 trainee records from eight VTIs
were collected across four admission sessions.
The dataset includes trainees' personal
information, TVET trade details, and BFI
Personality traits. To ensure user security and
privacy, each trainee was assigned a unique
profile code, and personal details were excluded
from the final dataset. Data cleaning involved
assessing data quality, removing missing values,
eliminating outliers, and resolving unclear
entries. After cleaning, 747 trainee records were
retained for analysis. These 747 trainees were
monitored for course progress and labeled with
BFI Personality traits over two years. The study
aims to identify personality traits associated with
successful trainees in TVET courses. Out of the
747 trainees, 299 were selected based on their
achievement of passing the course with a final
grade of 75+ marks. Table 1 presents the finalized

dataset used for this study.

Table 1: Dataset D
Sr.
Tr
No. ade
Computer Application & Office
1 Professional 76
2 Clinical Assistant 51
3 Auto Mechanic 23
4 Refrigeration & Air Conditioning 68
5 Dress Making 28
6 Computer Hardware & Network 28
Professional
C ter Application fi
; orl?pu er Application for 28
Business
Total 299

In a dataset, a data dictionary serves as a
structured repository defining metadata and
attributes of elements within it. It acts as a
reference for comprehending the data's meaning,
structure, and relationships. Table 2 presents the
data dictionary for Dataset D, where the first
column lists dataset attributes or columns, the
Description column offers field details, and the
Value column displays possible attribute values.

Table 2: Data Dictionary for Dataset

ATTRI- | DESCR- VALUE
BUTES IPTION
ProfileCode Prqﬁle Code of | Unique proﬁle code for
Trainees each Trainee
All Trades Name m-
Trade Trade Name entioned in Table 3
Gender Gender Male, Female
Age of Trainee bet-
Age Age ween 14 to 35 years
Final Exam Marks
Marks Marks score between
551099
A, A+, B, B+, Fail, Not
Eligible for Exam (NE),
Grade Grade Not Appear in Exam
(NAExm)
Score O BFI Score O Individual Trainee’s
- - Openness to Express Score|
Score_C BFI Score_C Indivi<.1ual' Trainee’s
Conscientious Score
Score E BFI Score E Ind1v1dual_ Trainee’s
— — Extroversion Score
Score A Individual Trainee’s
~ BFI Score_A | Agreeableness Score
Score N BFI Score N Ind1v1d}1 ?211 Trainee’s
— — Neuroticism Score
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Table 1 depicts a dataset where 64% of trainees
are male and 36% are female. Figure 3 illustrates
the age distribution of these trainees categorized
by gender as presented in Table 1.
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Figure 3: Gender Wise Age Distribution

The age bracket for all trainees ranges from 15 to
35 years, with 94.64% falling between 15 to 24
years of age. Interestingly, male trainees have a
maximum age bracket of 19 years, while female
trainees reach up to 21 years. This suggests that
female trainees typically commence TVET educa-
tion at an age bracket two years older than their
male counterparts. Figure 4 illustrates the
distribution of final exam scores from Table 1,
dataset. Notably, the highest score achieved by
trainees is 78, with fewer students achieving
higher scores as the exam score increases. The
maximum achieved score by TVET trainees is 98
marks. Figure 5 shows a boxplot of BFI OCEAN
score visualization.
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Figure 4: Exam Score Distribution

Figure 5 displays the boxplot for BFI OCEAN
scores, ranging from 0 to 40 scale. It highlights
that trainees scoring 75 or higher on the final
exam exhibit distinct scores across all five dimen-
sions of the BFI personality traits. Specifically,
the Extroversion scores range from 18 to 26,
Agreeableness scores range from 27 to 34,
Conscientiousness scores range from 29 to 37,
Neuroticism scores range from 15 to 26, and
Openness to Experience scores range from 25 to
32. The dataset is divided into 70% training data

and 30% test data for analysis, formatted as a
Microsoft Excel file.
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Figure 5: BFI Score Boxplots

4. DATA ANALYSIS

In machine learning, cross-validation, also
referred to as resampling, is a crucial method for
evaluating a model's performance on unseen data,
thereby assessing its ability to generalize. Among
various techniques, 5-fold cross-validation
divides the dataset into five equally sized subsets
or folds. The model is trained and evaluated five
times, using each fold once as the validation set
while the remaining four folds serve as the
training set. For our study involving 299 TVET
trainees (detailed in Table 1), we applied 5-fold
cross-validation to predict the Trade Name,
utilizing a dataset that includes attributes such as
profile code, age, gender, the five BFI OCEAN
scores, and examination scores. Figure 6
illustrates the process of 5-fold cross-validation.
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Figure 6: 5-Fold Cross Validation

As depicted, Dataset D is divided into training and
test sets using a 70:30 ratio. Subsequently, the
model is trained on the training set, and its perfor-
mance is evaluated using a validation set. Perfor-
mance metrics, including accuracy and standard
deviation, are recorded for each iteration. This
process is repeated five times, employing each
fold once as the validation set. The performance
metrics from all five folds are averaged to
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establish the overall performance of the model.
The target variable under investigation is "TVET
Trade". For predictions, we employed the follow-
ing five machine-learning classifiers:

* Logistic Regression

» Naive Bayes

* Random Forest

* SVC

 Decision Tree

These classifiers were employed to predict the
TVET Trade based on dataset attributes, includ-
ing BFI OCEAN scores, demographic informa-
tion of trainees, and their examination perfor-
mance scores. We utilized Multidimensional
Scaling (MDS) and the Decision Tree algorithm
to determine the optimal features and values from
trainees' demographics and examination perfor-
mance for predicting TVET course outcomes.
MDS serves as a valuable tool for visualizing and
comprehending intricate data relationships and
similarities by projecting them into a reduced-di-
mensional space while retaining critical structur-
al information. A Decision Tree is a supervised
machine-learning algorithm utilized for both
classification and regression tasks. It functions by
recursively dividing the data into subsets based
on input feature values. Each division is guided
by decisions rooted in feature values, aiming to
create homogeneous subsets relative to the target
variable.

S. HYPOTHESIS

The fundamental focus of this study is the correla-
tion analysis between skills and personality
dimensions. Successful mapping of personality
dimensions to skill acquisition would allow for
reliable prediction of course success, reduction in
dropout rates, and effective influence on career
counseling for individuals. This would not only
enhance the success rates of TVET programs but
also optimize return on investment. Drawing on
BFI personality traits, specific age, gender, and
examination scores, we have formulated the
following hypotheses:

* Null Hypothesis (HO0): It is not possible to
predict TVET course outcomes based on BFI
personality traits, and there is no significant
influence of trainees' demographics (age and
gender) and examination performance scores on
predicting TVET course success.

» Alternative Hypothesis (H1): TVET course
outcomes can be successfully predicted based on
BFI personality traits, and there is a significant
role of trainees' demographics (age and gender)

and examination performance scores in predicting
TVET course success.

These hypotheses articulate the central aims of
exploring the relationship between personality
traits, demographics, examination performance,
and the success of TVET programs. They provide
a framework for testing whether these factors
collectively contribute to predicting outcomes in
vocational education and training.

6. RESULT

In this section, we present the results of the 5-fold
cross-validation predictions, as well as the
outcomes of the MDS and Decision Tree
analyses. Table 3 displays the predictions made by
five classifiers on dataset D, quantified by metrics
such as Area Under the Curve (AUC), Classifica-
tion Accuracy (CA), F1 Score, Precision, and
Recall [29].

Table 3: 5-Fold Cross Validation Classifier

Results
Sr.
No Models |AUC | CA | F1 | Prec. | Recall
1 |Logistic | 0775 |0375(0359| 0.362 | 0.375
Regression
2 gaive 0.760 | 0.760{0.339| 0.351 | 0334
ayes

3 |Random | 249 0749 (0361] 0367 | 0371
Forest

4 |SVC 0.787 0.787(0.382( 0.413 0.415

5 [Decision 14 669 | 0.609[0.306| 0307 | 0308
Tree

ROC AUC is a widely used performance metric
for assessing binary classification models. It
measures the model's capability to distinguish
between positive and negative classes across
various threshold settings. Classification Accura-
cy (CA) evaluates the overall correctness of
predictions. The F1 score provides an alternative
method for evaluating machine learning models,
focusing on their ability to predict outcomes
across different classes rather than overall accura-
cy, as assessed by the accuracy metric. This score
combines two complementary metrics, precision,
and recall, into a single value, making it a popular
choice in recent studies. It represents the harmon-
ic mean of precision and recall, thereby striking a
balance between these two metrics. Precision also
referred to as positive predictive value, indicates
the ratio of true positive predictions to the total
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number of instances correctly identified as
positive. Recall measures how effectively a
machine learning algorithm identifies all positive
instances, specifically true positives, among all
actual positive examples in the dataset.

The Support Vector Classifier (SVC) attained the
highest accuracy at 78%, whereas the Decision
Tree achieved the lowest at 68%. Four out of the
five classifiers achieved accuracies exceeding
74%. In terms of Classification Accuracy (CA),
SVC performed the best with a score of 0.415,
while the other four classifiers achieved scores
above 0.30. Similarly, all five classifiers obtained
F1 scores exceeding 0.30. Regarding Precision,
SVC achieved the highest score of 0.41, whereas
the remaining classifiers ranged from 0.03 to
0.36. Finally, SVC also achieved the highest
Recall score of 0.41, with the other four classifi-
ers maintaining scores around 0.30. In conclu-
sion, SVC showed superior performance with the
highest accuracy of 78% and scored highest in
CA, Precision, and Recall among the classifiers
evaluated, Decision Tree had the lowest accuracy
of 68% and Four out of five classifiers achieved
accuracies above 74%, demonstrating overall
strong performance across metrics.

Figure 7 presents a Radar Graph visualizing the
prediction accuracies for each fold in the 5-fold
cross-validation performance. The five folds are
depicted separately, with each of the five applied
classifiers color-coded, showing their respective
accuracy values for each fold. Radar graphs are
particularly useful for comparing multiple
variables across different categories, offering a
concise overview of the distribution and consis-
tency of prediction accuracy across folds.
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Figure 7: Fold Wise Accuracy

To understand the role of TVET trainee’s
demographic and Examination Score, we have
used MDS and Decision Tree. MDS to depict the
Trade Wise similarity within the dataset
mentioned in Table 3 is illustrated in Figure 8.
MDS is a statistical technique used to analyze
and visualize the similarity or dissimilarity

between objects or cases based on their pairwise
distances or dissimilarities. It projects the data
points into a lower-dimensional space while
preserving the relative distances as much as
possible from the original high-dimensional
space. In this context, MDS helps to visualize and
interpret the underlying structure of trade-wise
similarities among the dataset's entries, providing
insights into how different trades or categories
relate to each other in terms of their attributes or
characteristics.

Figure 8: MDS Analysis

Figure 9 displays the Decision Tree constructed
using the dataset described in Table 3. Decision
Trees are hierarchical structures that recursively
partition data based on feature values, facilitating
clear visualization of decision-making processes
within machine learning models. In this instance,
the Decision Tree diagram provides insights into
how gender influences the classification outcomes
of the dataset across multiple folds.

We have visualized the decision tree up to five
levels as shown in Figure 9. At the root node of
the decision tree, Gender (Male / Female) emerg-
es as the decisive factor. At the second child node,
the determining factor shifts to the Result, which
represents the performance in examination scores.
Moving to the third level of nodes, the BFI person-
ality trait of Agreeableness and the variable Age
become decisive factors for both male and female
genders. Similarly, at the fourth level of the tree,
both genders share the Result of examination
scores and Age as common decisive factors.
However, at this same level, Female BFI personali-
ty trait Extroversion becomes a deciding factor,
while Agreeableness remains the decisive trait for
males. This distinction indicates gender-specific
differences in personality traits. At the leaf nodes
of the decision tree for females, BFI traits such as
Openness, Agreeableness, and Extroversion are
prominent, whereas, for males, traits like
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Extroversion, Openness, and Neuroticism play a
decisive role. In conclusion, the decision tree
analysis reveals that demographic factors such as
age and gender, along with examination scores
and BFI personality traits, significantly influence
the selection of TVET trades. The decision tree
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Figure 9: Decision Tree of Decisive Variables

Figure 10 displays the standard deviations of five
classifiers, reflecting how widely their predic-
tions vary from the dataset's mean. A low
standard deviation, exemplified by SVC at 0.96,
indicates predictions closely clustered around the
mean, suggesting higher consistency. In contrast,
Decision Tree and Logistic Regression show
slightly higher deviations, signifying more
variability in their predictions. Notably, Naive
Bayes exhibits a significantly higher standard
deviation, implying greater dispersion of its
predictions from the dataset's mean value.

10
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1 : 1.01

Dedision Tree svc Random Forest Naive Bayes Logistic Regression

Figure 10: Standard Deviation

7. INTERPRETATION

In this section, we have examined the relevance
of our findings and the implications of the results
vis-a-vis our hypothesis. The 5-Fold Classifiers
results (Table 3), 5-Fold Accuracy results (Figure
7), MDS Analysis (Figure 8), and Decision Tree
(Figure 9) collectively demonstrate a positive
correlation between BFI personality traits and
TVET trades. Based on these findings, the null
hypothesis is rejected, indicating that TVET
courses can indeed be accurately predicted using

BFI personality traits. Furthermore, Trainees'
demographics (age and gender) and their examina-
tion performance scores play crucial roles in
predicting TVET course outcomes.

Based on our exploration of TVET course predic-
tion using BFI personality traits, Trainee's Demo-
graphics, and Examination performance, several
conclusions can be drawn from our study and
related literature:

e This study represents a pioneering effort in
Pakistan and within the TVET sector by success-
fully mapping learning skills to human personali-
ties.

e Through 5-fold cross-validation, we have
effectively predicted TVET courses using BFI
personality traits alongside age, gender, and
examination scores.

* Our findings are poised to significantly impact
various aspects of TVET education, including
dropout prediction, career guidance, on-the-job
training recommendations, internal assessment
enhancements, and tailored course recommenda-
tions throughout the TVET training cycle.

* The generic approach we employed for data
collection and research can be replicated in other
developing countries to gather and analyze
TVET-related personality data.

* These results hold practical implications for
TVET training providers, policymakers, interna-
tional funding bodies, researchers, and educators
aiming to optimize the performance and return on
investment (ROI) of TVET programs.

These conclusions underscore the potential of
integrating  personality  assessments  with
demographic and performance data to enhance the
effectiveness and relevance of TVET education
globally. Furthermore, they highlight the transfor-
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mative impact such predictive models can have
on educational outcomes and resource allocation
within TVET systems, fostering a more targeted
and responsive approach to skills development
and career preparation.

8. COMPARISON WITH LITERATURE
We conducted Our Model Accuracy (OMA)
comparisons against Others Model Accuracy
(OTH-MA) using 5-fold cross-validation for a
similar TVET dataset, as detailed in Table 4.
Notably, we found no comparisons available for
Logistic Regression and SVC within similar
TVET datasets. However, comparisons for Naive
Bayes, Random Forest, and Decision Tree
classifiers were found in existing literature. Our
predictions using Naive Bayes and Decision Tree
classifiers outperformed those reported in the
literature for similar studies. However, Random
Forest yielded better results in other models. In
conclusion, SVC achieved a notable accuracy of
78% in our study.

Table 4: Our Model Accuracy (OMA)

comparisons
Model Name OMA OTH-MA
]ﬁggitsigion 0.775 B
Naive Bayes 0.760 0.703 [22]
Random Forest 0.749 0.950 [23]
SvC 0.787 --
Decision Tree 0.609 0.194 [21]

9. CONCLUSION AND FUTURE
DIRECTIONS

In this study, we evaluated the correlation
between TVET learning skills and BFI
personality traits and analyzed the influence of
TVET trainees' demographics and examination
performance scores. We utilized 5-fold
cross-validation, MDS analysis, and Decision
Tree methods for data analysis. The results
revealed a robust relationship between
personality traits and learning skills. This study
represents an initial exploration into predictive
analytics, and its significance lies in its potential
dissemination to TVET training providers,
policymakers, international funding agencies,
researchers, and academia, aiming to enhance the
performance and return on investment (ROI) of
TVET programs. Future research directions

could include:

 Predicting drop-outs in TVET courses.

* Enhancing outcomes of On Job Training (OJT),
placements, and career guidance for TVET
trainees.

* Improving the quality of internal assessments
within TVET courses.

* Developing a framework for a personali-
ty-aware TVET course recommendation system.
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