A Comparative Analysis of COVID Forecasting by Using Various Machine Learning Methods
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Abstract— Covid-19 emerged as one of the most infectious diseases in the history of mankind, affecting nearly 250 million people all over the world in just a short period. The pandemic which started in China, has now spread all over the world, taking about 5 million lives globally. This has also severely affected the economies of countries and has proved to be a burden on health care systems. Due to these reasons, forecasting the spread of the disease has become critical so that concerned government authorities in countries can have the chance to mitigate the spread and plan health care resources efficiently and properly. This makes it more important to have a reliable forecast so that resources can be planned ahead of time. In the present work, linear regression is used for time forecasting the spread of Covid-19 in Pakistan. Statistical parameters and metrics have been used to evaluate and validate the model. The results show that linear regression results are highly reliable, time efficient and accurate.
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1. INTRODUCTION

The world is facing SARS-CoV-2 diseases in the shape of a global pandemic. The origin of the virus still remains undetermined yet scientists believe that COVID-19 virus migrated from bats to humans. Although there are some conflicting reports but it is believed that the virus originated in Wuhan, China and later spread to more than 180 countries. Patient zero was reported on 8 December 2019 in Wuhan, China \cite{1} while first death due to the virus was reported on 9 January 2020. Strict preventive measures were enforced by the Chinese authorities which included closures of airports and highways, suspending public gatherings, closure of all forms of public transport, shops and all such activities which were based on social gatherings of population. These prohibitions were an attempt to minimize the community level transmission of COVID-19. On 31 January 2020, WHO declared spread of COVID-19 an emergency for the whole world and was declared a pandemic by 11 March 2020. As of today, more than 250 million cases have been reported across the world and the death count is about million. Researchers have tried to come up with transmission models to efficiently implement control measures \cite{2}.

According to WHO, global mortality rate due to COVID-19 is around 3.4\% and mortality rate in Pakistan is 2.1\% which is much lower than some of the other countries. Also, the recovery rate in Pakistan is around 96\% which is much higher than some of the other neighboring countries (77\% in India).

Several factors play a very important role in spread, death, and recovery rate of Covid-19, including government lock down policies to stop the spread, enforcement of social distancing measure, closure of places of gathering and worships and timely responses according to changing situations, population density, climatology parameters like wind speed, humidity, precipitation, temperature, overall immunity of population and adherence to policy guidelines \cite{3}\cite{4}\cite{5}. In \cite{6}, a detailed analysis on the performance of 142 countries for their response to COVID-19 outbreak has been presented. This research work uses k-means clustering, hierarchical clustering, decision tree and random forest algorithm for clustering analyses and analysis
of several parameters. The results of this research work shows that certain factors which were believed to be important for response to pandemic did not prove to have an impact in this research. These include GDP of a country, rate of smoking among population and number of diabetic patients. In [7], researchers identified four most challenging factors that need to be given foremost importance in response to COVID-19 pandemic and have also highlighted the use of Artificial Intelligence/Machine Learning for overcoming these in issues. These identified issues include:

1. Developing effective ways for managing health care resources which have proved to be limited even for the most developed countries due to the extent of pandemic
2. Developing personalized plans for managing and treating patients as underlying health issues have been found out to cause different types of complications among patients
3. Informing policies on the basis data driven and analysis by AI/ML methods and promoting effective collaboration
4. Speeding up the clinical trials for developing vaccines

Researchers have also found that older people, children, and those with already prevailing health conditions are more susceptible to this new virus infection [8] which also a key factor to determine the infection recovery and death rate. This also plays an important role in determining infection, recovery, and death rate.

Researchers have implemented various methods to estimate and forecast the impact of COVID-19. Most noticeable of these methods include stochastic methods [9], Weibull distribution, exponential growth mode, lognormal distribution, ARIMA, NARNN and LSTM model [10], genetic programming [11] and several other methods. In [12], a hybrid model which is based in ANFIS (Adaptive Neuro Fuzzy Inference System) and MLP-ICA (multi-layered perceptron - imperialist competitive algorithm) is proposed for predicting the number of new infections and mortality rate. A comparative analysis of four machine learning methods, including Linear regression, Least absolute shrinkage and selection operator (LASSO), support vector machine (SVM) and exponential smoothing (ES) is presented in [13]. The results show that ES outperforms all the other methods for the dataset used in this study whereas SVM showed worst performance in this case. It was observed the proposed model works fine as long as there is no significant change in events like change in government policies. While several studies have predicted an incubation period of 5.1 for the virus and 14-day necessary quarantine for an infected person, no valid study has been published yet which could estimate the exact reproduction rate of the virus. Therefore, it still remains quite difficult to predict the behavior of virus in coming days. Also, China and European countries have been the focus of majority of the studies. A genetic programming-based model has been used in [11] for time series prediction of COVID-19 in India. This study uses confirmed cases and death count as two major parameters for analysis.

Corona virus is a large family of viruses which infects respiratory, hepatic and gastrointestinal systems in humans and causes neurological diseases. They are spread mainly through birds, livestock, mice and several other exotic and wild animals [14], [15], [16]. Two outbreaks of SARS-CoV and MERS-CoV in recent times have proved that the virus transmits from animal to animal as well as from human to human [17]. In [18], the researchers proved that the virus is likely to have originated in bats as it is quite similar to two of the bat-derived strains of the virus. On 30 January 2020, it was confirmed by the Center for Disease Control (CDC) that the virus can transmit from human to human. It was reported by CDC that the virus can spread through air, by close personal contact, touching surfaces or objects that have virus
and in some very rare cases through fecal contamination. The 14 day incubation period of the virus remains one of the serious traits and during this time, the virus can spread from one individual to another [19]. The spread of such a virus that can be easily transmitted has proved to be quite dangerous and demands strict policies and guidelines to be enforced and followed. China and Malaysia are two excellent examples of such cases where the spread of the virus has been contained due to strict enforcement of policies on part of the authorities and strict adherence to those policies on part of the general population. The result of cooperation between the authorities and public in these countries is evident from the results and number of current infections. On the other hand, countries like USA and India are still failing to control the spread of the virus. Therefore, it is very critical to forecast the spread of virus so that necessary polices can be implemented to ensure that the spread of pandemic is controlled.

Since COVID-19 is a novel virus, hence lack of clinically established treatment, vaccine and the health care systems of developing countries are facing a huge strain which might increase with the onset of winters in most parts of the world. The current situation has also been the cause of several socio-economic and public health issues that reflect to emphasize the importance of forecasting such type of pandemic situations. Several mathematical models have been used to develop a better understanding of such pandemics and provided with useful insights for controlling the outbreaks. It must be noted that while the mathematical models might depict the conditions of outbreak and even provide forecasts, but in population-based models, the real-world complexities are very challenging. However, stochastic models have proved to be quite useful [20]. In any case, long-term forecasting of COVID-19 is arguable when using a simple mathematical model.

In [21], a mathematical model has been proposed to estimate the number of COVID-19 infections for the first 15 days of January 2020, which were not reported at the time. Moreover, it was predicted that after mid-January, the number of cases will increase to almost 21 times the current number of cases. In [22], an estimation model for the infection rate of COVID-19 in Wuhan, China was proposed which was based on the data of 565 Japanese nationals that were evacuated from Wuhan in January 2020. The research work reported that the estimated infection rate is 9.5% while the death rate ranged between 0.3%-0.6%. In [23], a mathematical model was proposed for the estimation of COVID-19 transmission risk. The research also made seven days forecast and predicted that the infection would reach its peak in 2 weeks’ time. In [24], a very limited data was used to calculate the human-to-human transmission rate of COVID-19 virus. It was proposed that the transmission rate according to the selected data was 0.4%. Moreover, they proposed that if the time from appearance of symptoms to hospitalization or isolation of the patients is reduced by half, the transmission rate will come down to 0.012%. In [25], an estimation model for the death rate due to COVID-19 was presented based on two different scenarios. A comparison of several time series forecasting models is proposed in [26] for forecasting Hepatitis A virus. The authors used the dataset for Turkey which spanned over 13 years. Four time series forecasting models were used in this study, namely multi-layer perceptron (MLP), time delay neural networks, radial basis function (RBF) and auto regressive integrated moving average (ARIMA). Comparison of these methods showed that MLP had better performance than other three models. A Kalman filter-based forecasting models was proposed in [27] for forecasting the seasonal outbreak of influenza. In another study [28], a dynamic model with Bayesian inference was used to forecast the outbreak of Ebola in three African countries, namely Liberia, Sierra
Leone and Guinea. In [29], a mathematical model for analyzing and forecasting the spread of SARS virus was proposed. It was found that the reproduction rate of the virus in Hong Kong and Toronto was 1.2 and 1.32 respectively. In [30], a forecasting model for type A influenza, most commonly known as H1N1 virus, was proposed. In [31], [32] a probability-based model for predicting the spread of MERS was proposed. Adaptive Neuro-Fuzzy Inference system (ANFIS) [33] is another model which has wide applications in forecasting problems. Several studies show that ANFIS has shown good performance for time series prediction problems. The combination of neural networks and fuzzy logic in the model offers flexibility in determining nonlinearity of the time series data. In [34] a forecasting method based on hybridization of ANFIS model with flower pollination algorithm (FPA) using Salp swarm algorithm (SSA) is used for forecasting the spread of COVID-19 virus over the next ten days. The study was based on the data from China.

Based on the above literature review, it can be fairly deduced that linear regression-based prediction models are simple to implement, robust and are quite capable to reduce overfitting. Also, since the disease is novel, not much data is available for application of some of the latest machine learning methods. However, the results show that Linear regression produces good enough results which can be the foundation of future research and policy makers. Rest of the paper is organized as: Section 2 presents the methodology of this research work, section 3 presents the results and discussion and section 4 discusses the conclusion and future work.

2. METHODOLOGY

Several studies show that time forecasting holds very high theoretical significance and importance for engineering applications. Due to its application in numerous fields of science, time series forecasting is a very popular research area. These applications include traffic planning, climate forecasting for transportation, agriculture and urban planners, financial forecasting and several more. In time series forecasting, some of the data can be utilized by linear models and some of it must be characterized by non-linear models by using different methods. For time series forecasting, several prediction models have been used in literature in which a standard linear regression (LR) model is either a linear auto-regression model (AR) or a linear auto-regressive integrated moving average model (ARIMA) [35]. LR model of time forecasting has diverse applications ranging from forecasting electricity demand [36] to stock market [37] and forecasting of wind speed [38].

This research work applies 4 machine learning methods on the dataset and compares their results afterwards on the basis of several basis statistical parameters. The four methods used in this study are: Linear regression, Support Vector Machine (SVM), Quadratic SVM and Complex Tree. Several research studies show that the four methods used in this study have established their supremacy for time series forecasting.

The motivation for using LR for prediction of COVID-19 lies in its simplicity, easy interpretability, and higher level of accuracy. Linear regression predicts numerical values by performing operations on a dataset where the target values have been defined and the results can be extended by adding new information to the already existing data. During this process the relationship established among the predictor and target values can form a pattern which can be used on other datasets where target values are unknown. The dataset is divided into two parts. First part is used for defining the model whereas the second part is used for testing. In this research work, 80% of the data is used for training and 20% for testing purpose.

Linear regression is one of the most commonly used machine learning models which belongs to supervised learning subset.
of machine learning. A predictive modelling method is concerned with minimizing the error in a model so that it becomes capable of making accurate predictions. Regression models are mostly used for finding relations between variables and making forecast. Linear regression predicts a value for dependent variable ‘y’ on the basis of an independent variable ‘x’. In other words, this model determines a relation between variable ‘x’ (input) and variable ‘y’ (output), hence named Linear Regression. The main idea behind Linear Regression is to create a trend line based on the dataset that best fits the data points on the plot so that the model could forecast the values for future. It is then used to determine a trend which can either confirm or deny the correlation between the attributes or variables involved in the study. If the dataset is large, it can produce much better results, however linear regression is quite capable for application on smaller datasets. In linear regression, such a trend line is considered to be best which has the minimum error values between the predicted and observed values. This is also called regression line and the errors are called residuals.

The strength of linear regression lies in its simplicity meaning that it can be applied on numerous problems belonging to different fields. In the first step, the dataset needs to be plotted along a line. If the difference between the predicted value and the results is small enough, linear regression can be applied on the problem. Once the model is successfully built, the difference between predicted and actual values is analyzed to determine if the model can make good predictions. If the difference is significantly small, the model is considered to be showing good performance. However, these values vary from problem to problem depending upon the variation that can be handled by data. For evaluation of predictive model, some of the metrics used in this study are:

2.1. $R^2$

$$R^2 = 1 - \frac{\sum_{i=1}^{n}(y_i - \bar{y}_i)^2}{\sum_{i=1}^{n}(y_i - \bar{y})^2}$$  (1)

The value of $R^2$ lies between 0 and 1. An $R^2$ value of 0 means that there is no relation whatsoever between the dependent and independent variable. On the other hand, $R^2$ value of 1 means that dependent variable can be successfully predicted from independent variable without any error. $R^2$ value lying between 0 and 1 shows the extent to which a dependent variable can be predicted. For example, $R^2$ of 0.3 means that there 30% variance in variable Y, $R^2$ value of 0.5 means that it is 50% predictable and so on.

2.2 Root Mean Square Error (RMSE):

Root Mean Square Error (RMSE) is the standard deviation of the residuals or in other words, it is the standard deviation of prediction errors.

$$RMSE = \frac{1}{N_s} \sum_{i=1}^{N_s} (y_P - y_i)^2$$  (2)

2.3 Mean Absolute Percentage Error (MAPE):

$$MAPE = \frac{1}{N_s} \sum_{i=1}^{N_s} \frac{|y_P - y_i|}{y_P}$$  (3)

2.4 Mean Absolute Error (MAE):

$$MAE = \frac{1}{N_s} \sum_{i=1}^{N_s} |y_P - y_i|$$  (4)

2.5 Training Time:

The total time it takes to train a model.

3. RESULTS AND DISCUSSION

The results of this research work are based on linear regression model and are capable of successfully predicting the future trends for Covid-19. The dataset used in this study is reported by Government of Pakistan and is compiled by the researchers involved in this study. As the data points are very limited in the dataset so this makes the dataset unsuitable for deep learning
methods which might result in overfitting [39]. It must be emphasized that governmental policies will have great effect on the outcome of the outbreak. Model predictions in this research work were analyzed using RMSE, MSE, $R^2$ and MAPE values for four different models. Figure 1. shows plotted number of confirmed cases vs forecasted case, deaths and recovered cases in Pakistan as a function of time.

**Fig. 1 Operational model for proposed scheme**

The plot clearly shows that although the increasing curve straightened somewhere around August 2020 but once again it started to increase. On the other hand, graph for deaths due to Covid-19 decreased exponentially and shows no significant increase.

As mentioned above, linear regression model was used to forecast for the next 30 days based on the historical data from January 2020-Spetember 2020. The dataset was split into training and testing data according to 80%:20% ratio, respectively, to ensure that model does not face overfitting. Fig 2 shows performance of the trained model.

**Fig. 2 Confirmed vs fitted model**

Secondly, the trained model was then used to forecast the number of confirmed cases for the next 30 days as can be seen in the figure 3:

**Fig. 3 Confirmed case forecast**

Fig 4(a) shows the forecast for confirmed cases, fig 4(b) shows the forecast for unrecovered cases and fig 4(c) shows the forecast for recovered cases. These figures correlate the fact that

i. Number of recovered patients is increasing.

ii. Number of un-recovered cases is decreasing

iii. While the number of new confirmed cases is not showing any significant increase, it is progressing at a steady rate.
Table 1 shows the comparison of results between the models used in this study to forecast the spread of COVID-19. The data shows that linear regression model (LR) gives far superior results in comparison to other models. By analyzing the parametric
values, it can be observed that LR achieves much lower values for RMSE, $R^2$, MSE, MAPE as well as training time for the model. Moreover, the $R^2$ value, which refers to higher level of correlation between the prediction obtained by LR model and the original data set is equal to 1.

**Table 1. Statistical comparison of performance**

<table>
<thead>
<tr>
<th>Model</th>
<th>RMSE</th>
<th>$R^2$</th>
<th>MSE</th>
<th>MAPE</th>
<th>Training Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear Regression</td>
<td>1670.7</td>
<td>2.79x1</td>
<td>1201.8</td>
<td>1.14</td>
<td></td>
</tr>
<tr>
<td>Complex Tree</td>
<td>6229.7</td>
<td>3.88x1</td>
<td>3192.9</td>
<td>0.44</td>
<td></td>
</tr>
<tr>
<td>SVM</td>
<td>12472.</td>
<td>0.9</td>
<td>5.15x1</td>
<td>98</td>
<td></td>
</tr>
<tr>
<td>Quadratic SVM</td>
<td>11913</td>
<td>0.9</td>
<td>1.41x1</td>
<td>11221</td>
<td>1.98</td>
</tr>
</tbody>
</table>

Fig 5 shows the plot for prediction model developed in this research work. The blue dots represent the actual data whereas the black straight line represents the forecasted data. As both the blue dots and the prediction line overlap each other in most places, it can be deduced that the model is quite capable to predict and has very less number of residual points.

![Fig. 5 Prediction model](image)

**Table 2. Forecasted increase in confirmed and recovered covid-19 cases**

<table>
<thead>
<tr>
<th>Date</th>
<th>% Increase in daily confirmed cases</th>
<th>% Increase in daily recovered cases</th>
</tr>
</thead>
<tbody>
<tr>
<td>9/14/20 20</td>
<td>0.14</td>
<td>0.14</td>
</tr>
<tr>
<td>9/15/20 20</td>
<td>0.14</td>
<td>0.14</td>
</tr>
<tr>
<td>9/16/20 20</td>
<td>0.13</td>
<td>0.13</td>
</tr>
<tr>
<td>9/17/20 20</td>
<td>0.13</td>
<td>0.13</td>
</tr>
<tr>
<td>9/18/20 20</td>
<td>0.12</td>
<td>0.12</td>
</tr>
<tr>
<td>9/19/20 20</td>
<td>0.12</td>
<td>0.12</td>
</tr>
<tr>
<td>9/20/20 20</td>
<td>0.11</td>
<td>0.11</td>
</tr>
<tr>
<td>9/21/20 20</td>
<td>0.11</td>
<td>0.11</td>
</tr>
<tr>
<td>9/22/20 20</td>
<td>0.10</td>
<td>0.10</td>
</tr>
<tr>
<td>9/23/20 20</td>
<td>0.10</td>
<td>0.10</td>
</tr>
</tbody>
</table>

It is observed that average for new daily confirmed cases from January 2020 – 13 September 2020 is 5.12% whereas average increase for daily new recovered cases during the same period is 5.82%. Table 3 shows the actual daily increase in confirmed and recovered cases during the last 10 days.

**Table 3. Percentage increase of confirmed and recovered cases from current data**

<table>
<thead>
<tr>
<th>Date</th>
<th>% Increase in daily confirmed cases</th>
<th>% Increase in daily recovered cases</th>
</tr>
</thead>
<tbody>
<tr>
<td>9/4/2020</td>
<td>0.17</td>
<td>0.10</td>
</tr>
<tr>
<td>9/5/2020</td>
<td>0.16</td>
<td>1.17</td>
</tr>
<tr>
<td>9/6/2020</td>
<td>0.13</td>
<td>0.04</td>
</tr>
<tr>
<td>9/7/2020</td>
<td>0.11</td>
<td>0.05</td>
</tr>
<tr>
<td>9/8/2020</td>
<td>0.06</td>
<td>0.12</td>
</tr>
<tr>
<td>9/9/2020</td>
<td>0.14</td>
<td>0.50</td>
</tr>
<tr>
<td>9/10/2020</td>
<td>0.18</td>
<td>0.09</td>
</tr>
</tbody>
</table>
4. CONCLUSION

Combatting the recent COVID-19 pandemic has been quite a challenge for computer science experts as limited data and still evolving epidemiological characteristics of the virus have not been fully explained. In this study, a Linear Regression model for time-forecasting the spread of COVID-19 virus is used that is based on the data from Pakistan provided by National Command and Operation Center (NCOC). The used model has a superior ability to predict the number of confirmed cases and deaths for next 30 days. The parametric comparison in table 2 shows that Linear Regression outperforms other models which were evaluated in the study. The non-linearity of the problem makes it very difficult to provide exact time-forecasting results. The used model has a superior ability to predict the number of confirmed cases and deaths for coming 30 days. Based on the results of the model used in this research work, following few suggestions are presented regarding the outbreak:

1. Since the results are a real-time forecast, these results must be taken as indicators of current policies enforced in the country rather than comparing the forecast to exact number of cases.

2. The forecast does not show any significant changes in the trend. However, this might change if different policies are implemented in the countries like strict or complete lockdown.

3. Based on these forecasts, the policymakers can visualize the impact of their policies and can change them accordingly.

4. This forecast can also be helpful for health care planning to mitigate any deteriorating situation in the countries.

In future work, as the size of data increases, the quality of results will also improve. Forecasting of COVID-19 cases can be improved by using Deep Learning model and other ensemble methods when the size of dataset is large enough. Since the pandemic is ongoing, mortality rate cannot be effectively calculated at this stage. But once we have large enough historical data, an effective approach for determining mortality rate can be laid out as it involves actual number of infections and actual number of deaths instead of reported numbers.
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