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ABSTRACT: 
 The study focuses on utilizing plant leaf characteristics for plant identification and disease 
detection. Leaves are pivotal for gathering information about plants. The proposed model uses comput-
er vision and smart agricultural technologies to discern venation and texture features in various plant 
leaves. This research utilized a modified dataset derived from the Flavia leaf image dataset, comprising 
images of 32 plant species. The dataset was divided into two subsets (one with 1907 images and another 
with 1000 images) to differentiate between tuned and untuned image processing. Techniques such as 
GLCM, LBP, Gabor filters, Fractal Dimension, and box-counting were employed to extract leaf 
texture features, including venation patterns. The study conducted four experiments with training and 
testing splits of 70/30 and 80/20. A novel method combining SVM with fractal dimension analysis was 
benchmarked against six classifiers (Random Forest, KNN, DNN, Naïve Bayes, Decision Tree, and 
SVM), achieving an impressive accuracy of 88% and a Fractal Dimension of 1.8709. This research 
holds significant potential for advancing digital and modern agriculture, particularly in the early 
detection of plant diseases and accurate plant identification.
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1. INTRODUCTION
Computer vision approaches has discovered 
many unhide in different fields of life and even 
agriculture. Computer vision has changed 
approaches and dimensions of agriculture with 
every aspects and brings positive change. Leaves 
are a significant part of plants with various 
features in their distinct structures. By studying 
these attributes of plant leaves, we can extract 
useful information from them which can be used 
in plant morphology and several other fields. 
Different techniques can extract and utilize these 
features for classification and recognition purpo-

ses [1]. Plant leaves comprehend distinct and 
complicated vein patterns which play a critical 
role in plant physiology and morphology. The 
extraction of veins and outline attributes from 
plant leaves is vital in plant biology and agricul-
ture research because it enables plant recognition, 
classification, and analysis of plant morphology. 
This field includes a study that mainly focuses on 
observing and recognizing a plant based on its 
distinct features [2]. Retrieval of these features 
can be done using manual approaches. However, 
utilizing these methods involves more chances of 
errors in the results and are also time-consuming. 
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Moreover, experts need to utilize manual 
techniques to get accurate results. To address this 
problem, an alternative automated approach must 
extract veins and outline features from plant 
leaves using some computational procedures and 
classify them. Automatic classification and plant 
recognition plays a significant role in solving 
various problems in agriculture fields [3]. In 
plant classification, the leaf is the most common 
part, and it is used to extract distinct features and 
classify them based on their attributes. Several 
features can be extracted and utilize in classifica-
tion task like shape, texture, color or combination 
of all these attributes. Texture features can be 
extracted using different filters like GLCM, LBP, 
and Gabor [4]. Fractal dimension on the other 
hand, is used to measure the complexity of leaf 
structure. Box counting method can be used to 
extract fractal dimensions from plant leaf varying 
the sizes of boxes [5]. In this study, the dataset 
was preprocessed first, and different texture 
features from leaves images, including homoge-
neity, dissimilarity, contrast, and energy, were 
extracted using GLCM, Gabor, and LBP. In 
addition, fractal analysis techniques were used to 
identify the complexity in texture and, combine 
this value with other texture features and observe 
the classification performance. This work identi-
fies fractal dimensions using the box-counting 
method from our plant leaf dataset. Afterwards, 
combine fractal dimension values with promi-
nent texture features and identify how it will 
affect the classification process. After extracting 
all these attributes, Six different classifiers were 
used to classify different leave images based on 
these attributes in different classes. It was 
observed that the proposed results were based on 
the performance of different classifiers by identi-
fying accuracy, precision, recall and F1-score. 
Different classifiers (KNN(K-nearest neighbour), 
CNN, SVM (Support vector machine), Decision 
Tree, Naïve Bayes and DNN, were used [6]. The 
dataset was divided into two chunks, one portion 
consists of 1000 images and another split consists 
of the 1907 images. The 1000 images dataset is a 
fragment from the same dataset but with a limited 
Number of images from each class while the 
1907 image dataset or second part is same as the 
Flavia offers the dataset. After the experiment 
Nine “9” features based on the texture of leaf 
image also including the fractal dimension value 
as the feature, were derived. The proposed study 
used the special libraries (Filters) for eight 
texture features and implemented the fractal 

dimension method using box counting to calculate 
the fractal dimension value of each image in every 
class. The different tests and training sets were 
used in the proposed study, and the performance 
of every classifier was based on texture features 
and fractal dimensions. In the whole classification 
process, the feature scaling of all the feature 
values is applied first to make the data appropriate 
for the algorithms. After partitioning the data into 
the train, test classifiers were used to observe the 
performance of the outcomes in accuracy, 
precision, recall, and f1-score. Different classifi-
ers perform differently with distinct test train data. 
Moreover, parameter tuning was used to find the 
best parameter for the given data with feature 
values and observed the classifier's performance 
on these parameters. 

2. LITERATURE REVIEW
In earlier studies of plant leaf veins and features, 
the focus was describing the structure and 
function of veins and their part in the photosynthe-
sis process. Different methods have been used to 
extract leaf veins and their features in past years to 
classify different species. Various applications of 
computer vision algorithms help enhance 
ampelography's capabilities by providing more 
accurate techniques for plant classification using 
its leaf veins and features. [5], utilized computer 
vision methods named artificial neural network 
model and fractal dimension for cultivar classifica-
tion. The auto extraction of Morpho-colorimetric 
data and DL modelling proved to be more precise, 
fast, and non-destructive methods that can be used 
in cultivar classification. The study [7] proposed 
an automated system for identifying ayurvedic 
medicinal plant species from images of leaves 
utilizing computer vision and machine learning 
techniques. The proposed system combined 
SURF and HOG attributes and classified them 
using the KNN classifier. It gave promising 
results and proved the system a practical 
approach. Computer vision techniques for plant 
species identification has been done for examin-
ing their results, and determining is one of the best 
techniques [8]. In [9], they developed a technique 
for processing, attaining, and investigating 
hemispherical images of sessile oak, tree crowns. 
They determined that it was feasible to identify a 
constant dimension variance of the crown 
structure by calculating the fractal dimension of 
tree crown images. Plant leaf identification is a 
vital computer vision technique that automatically 
distinguishes plant species from their nominated 
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attributes. The paper [10] proposed a multiscale 
fusion convolutional neural network technique 
(MSF-CNN) to identify plant leaf at multiple 
scale. After down-sampling the images, fed into 
MSF-CNN architecture was to identify distinct 
leaf features. In this study, the proposed 
technique was superior to multiple 
state-of-the-art in plant leaf identification 
techniques. Plant leaf image recognition mainly 
relies on the features that are extracted from the 
leaf. In [11], a fractal analysis technique has been 
used to extract the leaf features. Utilizing this 
approach, it identified that recognition accuracy 
was better than other existing methods. In the 
study [12], they calculated the fractal dimension 
utilizing box counting algorithm of fractal 
analysis for vigorous and repeated functions. 
They showed that images can be compressed 
easily using fractal image compression technique 
that is multifractal analysis. In the paper [13], 10 
common classifiers were evaluated in leaf 
species classification with distinct leaf attributes 
such as texture, margin, and shape. In conclusion, 
the most accurate and robust classifiers in leaf 
identification were Sparse representation, logistic 
regression, LDA, and random forest. On the 
other hand, SVM, KNN, and Nu-SVM 
performed better when there was a small number 
of species. The study [14] proposed a new classifi-
cation scheme utilizing only leaf texture feature 
extraction technique. In the experiment, they 
included the structure composition of leaf veins 
as a part of the texture analysis approach, and 
they analyzed how the two different shape feature 
extraction methods responded to this. The results 
demonstrate that the above process gives better 
results in species classification task. In [15], plant 
leaf classification uses GIST texture features. 
They utilize machine learning algorithm princi-
pal component analysis to extract suitable 
attributes. They applied the proposed method on 
famous dataset and found that it performed well 
in the case of both accuracy and time. For plant 
species classification, several researchers initial-
ly adopted manual methods. However, these 
methods prove to be more time-consuming. In 
[16], four different transfer learning models for 
DNNs plant classification were investigated on 
different datasets. The results proved that transfer 
learning can be a significant approach for plant 
recognition. In the study [17],  a quantitative 
structure model was developed for all the trees to 
illustrate their branching architecture. The box-di-
mension fractal analysis technique measured 

structural complexity and its architectural 
self-similarity. In the study [18], they used crack 
resistance technique for plant leaf to enhance 
crack resistance of aluminum alloy aircraft skin. 
They utilized fractal analysis and image detection 
methods for this purpose. They found that the 
stress intensity ahead of crack tip was reduced by 
implementing a bio-residual stress field. They 
presented the potential technique inspired by plant 
leaf crack resistance. In the study [19], they used 
the fractal theory to determine the structural 
complexity of 3D surface roughness of leaf using 
measurements named atomic force microscopy. 
The outcomes showed that image processing 
utilizing fractal theory can efficiently identify 
plant species by their leaves. In study [20], the 
fractal analysis method was used to characterize 
soybean leaves. They utilize the box-counting 
method to determine the fractal dimensions of leaf 
shape in the two different genotypes. Using the 
fractal analysis technique, they characterize the 
leaf geometry concerning specific foliar parame-
ters for soybean leaves. The paper [21] proposed a 
fully automated approach for medicinal plant 
identification utilizing machine learning and 
computer vision techniques. Several 
machine-learning algorithms has been used to 
classify the leaves. In conclusion, the highest 
accuracy was achieved by a random forest classifi-
er. Image processing techniques are widely used 
in plant leaf recognition or its disease identifica-
tion. Computer vision and machine learning have 
become progressing fields that are competent to 
identify and comprehend information from digital 
images. In [22], they proposed a plant leaf disease 
identification prediction model utilizing computer 
vision and deep learning techniques. They found 
that the proposed approach performed well with 
the random forest model compared to other 
classifiers. Deep learning provides automated 
approaches for plant species identification and 
classification which improves the results and 
accuracy. In [6],  a CNN-based approach named 
D-leaf was presented in order to perform plant 
leaf classification. Leaf images were prepro-
cessed, and CNN models extracted attributes. 
After this, these features were then classified 
using five different algorithms. They found that 
D-leaf provided more accuracy in classifying 
these leaves and proved to be an effective automat-
ed system. The paper [23] proposed a methodolo-
gy for recognizing the plant leaf images with the 
help of several attributes, including GIST and 
Local binary pattern (LBP) features. They extract-



ed three types of color moments, geometric 
attributes, vein and texture features based on 
lacunarity. After this, the classification of these 
attributes was done through different classifiers. 
The study's results demonstrated that the decision 
tree algorithm was most accurate. The leaf shape 
geometry was analyzed using fractal dimension 
parameter for a species found in alluvial forests. 
They developed mathematical models between 
the indices and fractal dimensions. [24]. Automat-
ed plant leaf recognition plays an important role 
in the classification of plant using computer 
vision techniques. Leaves of plants are the most 
vital identification parts. In the paper [25], the  
image is analysis in order to extract plant leaf 
attributes and identify plant species. For classifi-
cation of these plant leaf features utilizing SVM 
and KNN algorithms. The result showed that the 
proposed approaches had the smallest identifica-
tion time and highest accuracy. Automated 
techniques perform better than manual methods 
that are used for feature and vein extraction from 
plant leaves. The study [26] utilises an automated 
technique for classifying medicinal plants. They 
implement K-nearest neighbor a deep learning 
algorithm to design an automatic classifier and 
classify the Indian medicinal plants. They utilize 
the texture features that play an important role in 
leaf recognition. As a result, they designed an 
automated classification system for medicinal 
plants. One of the deep learning algorithms, 
named gradient descent tree algorithm (GDBIT) 
was used in the plant re process. They used this 
algorithm on binary images of 100 different kinds 
of leaves and found that accuracy rate with all 
attributes was 93.5%. They proved that this 
model performed great, in contrast to other deep 
learning algorithms. [27]. Identifying and evaluat-
ing leaf vein patterns and its densities is very 
important in several plant species classification 
and identification applications. In [28], a fast and 
automated approach for recognising leaf 
attributes and its vein types was presented. In 
result, the proposed method proved to be an 
efficient technique for leaf vein extraction. Sever-
al researchers have widely done venation 
network analysis as it provides new insights into 
the origins of plant characteristics. In [29], a 
novel approach was introduced capable of identi-
fying leaf  vasculature. Outcomes proved that the 
proposed approach was best in both quantitative 
and qualitative investigations. In [30], an 
automated plant recognition system was 
proposed for recognizing the plant species from 

their leaf. They utilized the convolutional neural 
network to gain the maximum accuracy. As 
results, the performance was improved and more 
effective than other existing methods. Convolu-
tional neural network algorithms have been 
widely used in various fields. In the paper  [31],  
CNN framework has been used for automated 
recognition of grapevine species using leaf 
images in the evident spectrum. This improved 
DL model and could identify distinct grapevine 
species with an average classification accuracy. In 
[32], a novel model for plant species identification 
based on morphological attributes identified from 
the images of leaves utilizing a support vector 
machine(SVM) with the AdaBoost method was 
presented. In conclusion, the proposed technique 
provided accurate and better results than existing 
approaches. In [38] the study is about the feature 
extraction and feature fusion techniques of guava 
plant images. The 12 classes of guava leaf has 
been used for the self-oriented dataset of 12 guava 
varieties from the orchard of Pakistan. Different 
identifiers has been used for the classification of 
leaf. The Instant base Identifier (IBI), the latest 
variant of Instant base learner (IBL), is the best 
identifier with overall accuracy of 93%.
The Fractal Fragmentation Index (FFI), and Local 
connected fractal dimension (LCFD) technique 
have been used for the succolarity and proved 
useful, for the analysis of ecosystems worldwide 
for the identification of dense forest regions [39].

3. MATERIAL AND METHODS 
The proposed procedure includes feature 
extraction of leaf by their images, applying 
different classification methods on the fractal 

 Figure 1: Proposed Model with SVM and 
Fractal Dimensions
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dimension values and some texture features 
values. The following steps are involved in the 
proposed approach. The basic procedure of leaf 
classification was divided into preprocessing of 
dataset, feature extraction, feature scaling, and 
classification utilizing six classifiers. The follow-
ing steps for proposed approach were used in 
Figure 1. 

3.1. Dataset
The Flavia dataset of Leaf with 32 types were 
used for the experiments. The dataset of 1907 
leaf images having 32 types. All the images 
contain distinct features like shape, texture, and 
edge. The experiments were performed on the 
dataset, and the best performance of classifiers 
with Fractal Dimension Features was observed.

3.2. Preprocessing
The first step was to preprocess the data to make 
it able to be used for classification and recogni-
tion tasks. Different image preprocessing 
techniques were utilized to extract distinct 
features. The image was converted to greyscale 
to extract some texture features. Furthermore, for 
fractal analysis the value of fractal dimensions 
were extracted using the box-counting method 
and the image was transformed to greyscale and 
for threshold, it was converted to binary image 
and the box-counting technique applied to the 
image. The value of the fractal dimension was 
determined by varying the box sizes. 

3.3. Feature extraction
The study retrieved significant information by 
experimenting with the dataset, which had 
distinct features like shape, texture, and edge. 
The Flavia dataset containing different leaves 
images with 32 classes has been used in the 
experiment. The proposed study extracted texture 
features include Homogeneity, GLCM Energy, 
LBP Entropy, LBP Energy, Gabor Mean, Gabor 
std, Contrast, Correlation and Fractal Dimension 
for fractal analysis of plant leaves are extracted. 

• Gray-Level Co-occurrence Matrix   
 (GLCM) Features
Some feature extraction techniques were applied. 

• Homogeneity
Homogeneity is considered for the inverse 
difference moment, which was used to measure 
the proximity of scattering of components 
diagonal to GLCM in the proposed model.

• Contrast
The contrast of pixels in the image was measured 
by the local differences in intensity between 
pixels of nearest neighbours.

• Correlation
The correlation texture feature was used to 
measure the linear dependency of the gray levels 
in the image between the neighbouring pixels.

• Entropy
Entropy was used to measure the vagueness of the 
scattering of pixels in the image. It identified the 
image texture’s disorder where there was high 
value of entropy, which represented the more 
intricate textures in the experimental dataset 
image.

• Local Binary Pattern (LBP) Features
The experiments used a local binary pattern 
operator to attain texture details. Different texture 
features were extracted from local binary patterns 
where LBP texture energy measured the variation 
in energy of texture in the proposed dataset image 
and the randomness of local binary patterns were 
identified by using LBP equation as:

• Gabor Filter 
Gabor Filter was utilized for texture analysis, 
feature extraction and edge detection in computer 
vision. Several Gabor texture filters extracted 
texture features from the data like Gabor energy, 
Gabor mean, and Gabor std. In the experiment, 
two features were extracted using the Gabor filter, 
which are Gabor Std and Gabor mean as

• Gabor Mean
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• Gabor STD

• Fractal Dimension
Fractal contains self-similarity, which mainly 
identifies the complexity and intricate structure 
of any object [36]. Fractal dimension was used as 
a numeric value of the object that gave the 
structure of the image with different features. The 
fractal dimension values was extracted using the 
box-counting method as:

• Feature Scaling
After extracting values of texture features and 
fractal dimension from the leaf image dataset was 
analyzed and the feature scaling technique was 
applied to preprocess the data and ensure that all 
features contribute equally to the learning 
process in classification algorithms.

• Classification
The six classifiers were utilized in the proposed 
approach: SVM (Support Vector Machine) DNN, 
KNN (K-nearest neighbor), Decision Tree, 
Random Forest, and Naïve Bayes. The perfor-
mance of all these classifiers were observed on 
two different training and testing sets. first 
learners were trained on the extracted features set 
and then tested with respect to the class labelled. 
The best classifier was found based on higher 
accuracy and optimized parameters. 

• Performance Evaluation Parameters
For the performance, different metrics were used 
to evaluate the proposed model performance, 
which was Recall, Accuracy, Precision, and 
F1-score as:

Accuracy = (TP+TN)/(TP+FN+TN+FP)                                                                                                

Precision = TP/(TP+FP)                                                                                                        

Recall = TP/(TP+FN)                                                                                                             

F1score = 2x ((precision x recall)/ (precision + 
recall))                                                        

• Parameter Tuning Performance 
The different parameters were used for tuning to  

identify the best parameter for the dataset that 
provides the best outcomes. The Proposed method 
used the GridSearchCV module for hyperparame-
ter tuning and defining the parameters. The 
Proposed model classifies test , and train set based 
on the parameters and cross-validation set to 5 for 
all classifiers. GridSearchCV then classified the 
data and gave a classification report on the best 
parameters retrieved from cross-validation. These 
parameters increased the performance of learners 
and provided improved accuracy.

• Experimentation
The experiments were conducted to observe the 
performance of different classifiers on the extract-
ed texture features and fractal dimension values. 
All experiments were done under Python Environ-
ment, and the computer specifications were 
Lenovo ThinkPad T456ps and HP Core I7 Proces-
sor, 8GB RAM, and 4GB Graphics NVidia Card. 
The experiment focused on identifying how the 
fractal dimension's value affects the accuracy of 
different classifiers with other texture features. 
Six classifiers were employed to obtain accuracy 
using two testing and training sets. The Flavia 
dataset in the proposed study was used, and it 
contained images of leaves from 32 different 
plants. The Nine basic features were in the pixel 
of the images were derived by the correlation, 
Contrast, Homogeneity, glcm_entropy, lbp_ener-
gy, lbp_entropy, gabor_mean, gabor_std and 
Fractal Dimension. Figure 2 shows the image of a 
portion of Flavia dataset images. In the proposed 
technique for experiments, the Author divided the 
Flavia dataset into two splits one part contains 
whole dataset with 1907 images with 32 classes, 
and the other subdivision consists of 1000 images 
with 32 classes but limited Number of images. 
The distribution of the dataset is shown in Table 1 
as: 
Table 1: Dataset Distribution and Total Features 
and Per Image Features Used in Experiments 
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(7)

(8)

(9)

(10)

(11)

(12)

Total 
Classes

Train/
Test 
Split

Images 
Per 
Class

Total 
Images

Per 
Image 
Derived 
Features

Total 
Derived 
Features 
in Images

32

32

32

32

70/30 

80/20

70/30 

80/20

31

31

59

59

1000

1000

1907

1907

9

9

9

9

9000

9000

17163

17163



Four experiments were conducted on the above 
dataset, and the best results were obtained. 
These experiments were as follows:

• Experiment 1
The Flavia dataset, containing 1907 images of 32 
different classes, was used in the Experiment.
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Figure 2: Flavia Leaf Dataset of 32 Species used in the Proposed Study Experiments 



The eight texture features were extracted using 
GLCM, LBP, and GABOR filters for this dataset 
and the fractal dimension feature using the 
box-counting method. Afterward, feature scaling 
was applied to these values to make them appro-
priate for the classifiers, and they were split into 
test and training sets. The first experiment 
divided data into a 70/30 test train set and applied 
six different classifiers. By doing this, accuracy, 
precision, recall, and f1-score were derived as 
given below, and the performance of all classifi-
ers was evaluated. 

• Experiment 2
In this experiment, the same dataset containing 
1907 images was used, and all eight texture 
features and fractal dimension values were 
extracted using the box-counting technique. At 
this time, a dataset was changed as a test train set 
to 80/20, applying six classifiers on this set. In 
doing so, we got the classification report contain-
ing accuracy, precision, recall, and f1-score. On 
these results, the study evaluates the performance 
of all the classifiers and compares the outcomes 
with the outputs of the experiment with 70/30 test 
train set. 

• Experiment 3
In this, the Author split the same Flavia dataset 
into a smaller set containing 1000 images of 
leaves by limiting the number of pictures of each 
class. This experiment gives values to evaluate 
how the small dataset affects the performance of 
classifiers. Afterward, eight texture features were 
used using different filters and fractal dimension 
values, utilizing the box-counting technique for 
this dataset. Then, feature scaling and divided it 
into test train set. In this experiment, the data was 
into a 70/30 test train set and six classifiers on it. 
Then, we evaluate the performance of all the 
classifiers based on the classification report we 
got as accuracy, precision, recall and f1-score 
results.

• Experiment 4
Here, the same dataset of 1000 images was 
applied and the same eight texture features and 
fractal dimension feature were extracted using 
the box-counting method. The proposed method 
modified and split the data into 80/20 set and 
applied six classifiers. Afterwards,  the perfor-
mance of all the classifiers was derived based on 
their accuracy, precision, recall, and f1-score. 
The results were compared with the outcomes of 

70/30 test train set of the same dataset features. In 
Figure 3, there is the processed image, which we 
convert into binary, grayscale and binary thresh-
old images during feature extraction as:

Figure 3: Processed Image with different 
Format

4. RESULTS AND DISCUSSION
In the proposed study, six different classifiers 
were implemented. They evaluated the perfor-
mance of learners based on the accuracy, 
precision, recall, and f1-score on a dataset contain-
ing 1907 images as well as a dataset consisting of 
1000 images. The Author compared the accura-
cies obtained from all the classifiers with two 
different test train sets for both datasets. First, 
Let’s discuss the results of all the classifiers for 
the dataset comprising 1907 images. Here, the 
initially proposed method split the data into a 
70/30 test train set and trained all the classifiers on 
it. In Table 2, the results show that SVM is the 
best learner which gives the best accuracy. 
Afterward, the experiment was performed with 
parameter tuning on all the learners, and classifica-
tion was applied with the best parameters. By 
doing this, the classifier performance was more 
precise and increased in accuracy. In the next 
experiment, the train, test was 80/20 and train all 
the classifiers with the whole dataset features. 
There was a clear change in the results of these 
learners. The comparison of the results of both 
test train sets for the whole dataset features is in 
Table 2. Results show that the best classifier that 
performs the best in both test train sets with param-
eter tuning was the SVM. It gives 0.81 accuracy 
with 70/30 test train set and 0.88 with 80/20 test 
train split for the dataset feature values. Detailed 
accuracies of all the classifiers for whole dataset 
features are shown in Table 2. Also, a detailed 
accuracy graph for all the classifiers is shown in 
Figure 4.
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In the next experiment, six classifiers were used 
on the dataset containing 1000 images to evaluat-
ed their performance. Firstly, the dataset was split 
into the test train set to 70/30, and accuracies 
were obtained from all six learners. Afterwards, 
parameters with tuning were used and classifica-
tion with the best parameters results. The results 
with better accuracies were derived after parame-
ter tuning and identified that SVM was the best 
classifier, which performed well with an accura-
cy 0.83 after parameter tuning, as shown in Table 
3. On the other hand, when we split the test train 
set to 80/20 and apply classifiers on a dataset of 
1000 images there were different results. We also 
performed parameter tuning for this experiment 
and identified that SVM performed well with an 
accuracy of 0.88. The SVM performs better with 
the fractal dimensions feature for identifying leaf 

texture and shape feature identification. Detaile-
daccuracies of all the learners are shown in Table 
3. A detailed accuracy graph of all the classifiers is 
also shown in Figure 5.
Table 3, shows the results with tuning and without 
tuning of different classifiers with specific 
features used and shows the better results after the 
fine-tuning and SVM classifiers with overall 88% 
accuracy.
Confusion matrix was used to describe the perfor-
mance of the classification model based on the test 
set for data where the true values were identified. 
In this matrix, each row represents the features in 
the actual class and each column represents the 
features in the predicted class. Here is the confu-
sion matrix for both the datasets with the highest 
accuracy in the SVM classifier, which are shown 
in Figure 6 and Figure 7.

LGU Research Journal of Computer Science & Information Technology, Vol (8): Issue (1), LGURJCSIT    56

Table 2: Comparative Accuracy of Fractal dimensions applied on dataset of leaf images 1907 with 
and without tuning using multiple classifiers.

1907 Images Leaf 
Dataset With/Wi-

thout Tuning 

Train/Test 
split

Random 
Forest

KNN DNN SVMNaive 
Bayes

Decision 
Tree

Without Tuning

After Fine Tuning

Without Tuning

After Fine Tuning

70/30

70/30

80/20

80/20

0.71

0.73

0.71

0.71

0.65

0.64

0.62

0.63

0.53

0.53

0.48

0.48

0.79

0.81

0.81

0.81

0.65

0.64

0.59

0.61

0.65

0.81

0.75

0.88

Figure 4: Comparative Accuracy of Dataset with 1907 Images
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Table 3: Comparative Accuracy of Fractal dimensions applied on dataset of leaf images 1000 with 
and without tuning using multiple classifiers 

Figure 5: Comparative Accuracy of dataset with 1000 images

Tuning Status  Train/Test 
split

Random 
Forest

KNN DNN SVMNaive 
Bayes

Decision 
Tree

Without Tuning

After Fine Tuning

Without Tuning

After Fine Tuning

70/30

70/30

80/20

80/20

0.56

0.75

0.56

0.56

0.65

0.66

0.69

0.69

0.63

0.63

0.64

0.64

0.78

0.83

0.82

0.84

0.62

0.64

0.58

0.57

0.68

0.83

0.72

0.88



Evaluating the performance of all the classifiers 
based on the accuracy, precision, recall, and 
f1-score results, we identified that SVM 
performed well with the best accuracy for both 
datasets. The best accuracy of both datasets is 
shown in Table 4.

Table 4: Performance of SVM with Fractal 
Dimension Feature with Dataset of 1000 and 

1907 images

In figure 8 SVM accuracy is shown here with 
tuning and without tuning. With tuning, the 
results improved. Figure 8 illustrates the accura-
cy of Support Vector Machine (SVM) models 
with and without hyperparameter tuning. The 
x-axis represents different tuning configurations 
or iterations, while the y-axis shows the 
corresponding accuracy scores achieved by the 
SVM models.
Figure 8 illustrates the accuracy of Support 

Vector Machine (SVM) models on different 
dataset splits, comparing the performance with 
and without hyperparameter tuning. The x-axis 
represents the various dataset splits used for 
training and testing, such as 70/30, 80/20 
train-test splits. The y-axis shows the correspond-
ing accuracy scores achieved by the SVM models.

Figure 8: SVM Accuracy with and without 
Tuning

5. CONCLUSION
Plant leaf classification is a widely used technique 
for several years to classify leaves based on their 
specific attributes like shape, color, size, and 
texture. In the proposed study, four experiments 
with the Flavia dataset are divided into two sets, 
one containing whole data of 1907 images and the 
other consisting of 1000 images dataset. Data 
mining techniques and classification were applied 
in the experiment with the proposed model and 
the texture features plant leaf using different 
filters like GLCM, LBP, and GABOR. The fractal 
dimension feature is also extracted with the 
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FFigure 7: confusion matrix of 1907 images

After Fine 
Tuning

After Fine 
Tuning

After Fine 
Tuning

After Fine 
Tuning

Proposed 
Method 

Train/Test 
split

Total 
Number 
of images

Classifier Accuracy

70/30 1000

1000

1907

1907

SVM

SVM

SVM

SVM

0.83

0.87

0.81

0.88

80/20

70/30

80/20



box-counting technique. The feature scaling 
technique was applied to these feature values and 
split them into two different test and train-derived 
datasets. The two distributions were experiment-
ed on the derived datasets as 70/30 and 80/20. Six 
classifiers were applied for a dataset with 1907 
images with 70/30 test train split. The test and 
train split was changed to 80/20, then, six 
learners were again applied for better results. 
Both the results were compared to identify which 
classifier performs well with best accuracy. The 
same procedure is repeated with the extracted 
features of the dataset with 1000 images and 
derived results were compared for both test train 
split. The SVM was the best classifier that 
performs well with the best accuracy for both the 
dataset with the combination of texture features 
and fractal dimension feature. The proposed 
model with SVM classifier gave the best results 
when dealing with the texture feature values and 
fractal dimension values for plant leave dataset 
with over all accuracy of 88% percent. The conse-
quence from this proposed study is the introduc-
ing and implementation of external factors of the 
plant from the leaf images. The proposed study 
can identify the stomata index (SI) and green 
color intensity level (GCIL) for the nutrients 
identification of plants. 
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