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ABSTRACT

The use of the internet has increased significantly over the past couple of years. Access to the internet has become so common that a person without computer knowledge can also use this facility easily. This ease of availability has provided a lot of benefits to society but on the other hand misuse of the internet for personal or corporate benefits is also increasing. To prosecute cybercriminals and make some lawful checks on everyone's digital activities, digital forensic science comes into the light. In this context, we developed a new framework that improves the digital forensic investigation process. This research paper proposes a method in which we can identify the illegal activities and trace the adversaries. We capture the TCP (Transmission Control Protocol) packets from the servers and workstations. This data collected from the TCP log is stored in the database and preprocessed to eliminate redundant data. Furthermore, the database also contains past data. The proposed framework has three major processes collection of TCP packets, storing and preprocessing of collected data in a database, and mining of the pattern through a digital forensic anomaly collection algorithm. For the evaluation of our proposed framework, we have developed a java based application. The results are shown in the form of reports and tables.
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1. INTRODUCTION

Cybersecurity has become one of the most important things in today's computer domain. Many kinds of computers and internet crime are discovered including stealing personal information, fraud, embezzlement, harassment, white-collar crime, data diddling, hacking, social media crimes, salami attack, zero-day attack, wardriving attack, phishing attack, spoofing attack, and many other [1]. Organizations save their precious data over the computer, share their data over the internet. As shown in figure 1, the rate of cybercrime is increasing in the past few years many popular organizations have become a victim of cybercrime [1][2].

Most of the cases are not being reported [3]. The reason that a low number of cases are reported to law enforcement is that most companies or business figments are more conscious about the publicity of their company rather than the loss they face [3]. We need a better secure technology solution to overcome this and a better cure to tackle this disease to get its root and destroy it. Better training of new technology tools and advanced methods to investigate is needed so that if any unexpected thing happens in terms of the digital domain we can handle it [4]. For this purpose, digital forensic science is getting the eyes of researchers in recent years. The rest of the paper compromise the following sections. Section 2 describes the Background. Section 3 discusses related work. The proposed framework and statistical evaluation of the proposed framework
are given in Sections 4 and 5 respectively. Results and discussions are explained in Section 6. Section 7 compromises the conclusion and future work.

![Amount of monetary damage caused by reported cyber crime](chart.png)

**Figure 1: Increase in Crime Rate [1]**

2. BACKGROUND

In the past year, a new way of crime is becoming more common, which is through digital media and within the cyber domain. To investigate these types of crime a new domain comes in front known as “Digital Forensic”. Digital forensic, also known as digital forensic science is emerging from forensic science. Digital forensic science began as the result of cyber security breaches to trace the cyber criminal and confront them in court based on collected digital evidence which is collected from the targeted digital devices. It deals with the recovery and material (commonly known as digital evidence) found in digital devices [5]. Digital forensic science is defined as; the use of the scientifically driven method of collecting, preserving, analyzing, validating, and documentation the digital evidence taken from digital sources for the construction of events that are suspected [4].

French criminalist Edmond Locard presented the principle of exchange which states: “When a person commits a crime something is always left at the scene of the crime that was not present when the person arrived [6]. So, it is clear by the above statement that something minor or major is always left behind when a crime is committed. The main purpose of the digital investigation process is to find digital evidence to present them in court.

Digital evidence is the most important part of the digital Investigation process because the whole crime case hinges on it [7]. Digital evidence is the entity that provides the traces to tackle the illegal activity, and it is the only thing that can be provided to the court as proof. The evidence found in physical forensic science is permanent by its nature [7]. For example, if there is a murder case investigators could find a weapon, fingerprints, or any other clue which is preserved and cannot be damaged or remove easily. This is not the case when we talk about digital evidence. Digital evidence is very sensitive to handle and volatile by nature. It can easily change and alter or even damaged permanently.

Data mining combines itself different discipline which are databases systems, machine learning, statistics, visualization, and information science. Data mining varies from one discipline to the other based on the data to be mined. Different discipline as mention above contributes their part in the making of a data mining expert system [8]. So, the data mining system needs to be classified differently, so users can choose the right one per their specification.

3. RELATED WORK

Ankur Kumar et al. [9] presented a digital forensic investigation model. As digital crime is increasing drastically all over the world in the form of unauthorized access through a new type of computer and cyber-attacks, so it becomes very important that how security policies are going to design and deploy to overcome such intrusions. So, to make malicious users, intruders or attackers 3R model should be adopted by the organizations for keeping an eye on these kinds of situations. The 3R model cover three aspects which are Resistance, Recognition, and Recovery. The first R (Resistance) is for a preventive measure which means the system should be able to prevent intruders, the second R (Recognition) is for identifying the illegal intrusion to the system and the third R (Recovery) is used to lose the overall impact of the incident and to bring back the system to normal. This 3R model also covers digital forensic. This 3R model also describes the forensic investigation requirements. In the DFIDM digital forensic investigation integrated into the best policies practices, procedures, techniques, and training to assure the security of information.

Yusoff et al. [10] have identified the most common phrases in the digital investigation process from the different models of digital
investigations. Those models are Computer Forensic Investigation Process which was presented in 1995, the DFRWS Investigation model and Scientific Crime Scene Model in 2001, two models in 2003 which are Abstract Digital Investigation Model and the End to End Digital Investigation Model. A more improved model for digital forensic science was presented by researchers, these are Enhance Digital Investigation Model, Extended Model for Cybercrime Investigation, A Hierarchical: Objective-Based Framework for the Digital Investigation, Computer Forensic Field Triage Process Model, Framework for Digital Forensic Investigation, Dual Data Analysis Process, Common Process Model for Incident and Computer Forensic and Digital Forensic Model Based on Malaysian Investigation Process. These all mentioned models and frameworks have general five phases which are presented in a different context. These phases are generally named pre-process, acquisition and preservation, analysis, presentation, and post-process.

Sharma et al. [11] proposed a framework based on a physical crime scene procedure in which each device is considered as a separate crime scene. This model’s investigation includes the system’s preservation, extraction of digital evidence, and reconstruction of the digital event. A hypothesis-based analysis is included in this model. The event-based framework works on the principle of physical crime scene forensic investigation to develop a hypothesis for detecting the previous incident using the object. The authors have proposed a new tool that combines digital forensic processes and crime data mining to form a hybrid application [12]. The purpose of this combination is to find the motive and pattern of cyber-attacks and the frequency of attacks. Hence, system vulnerability is minimized by this tool. A crime data mining algorithm is used which is based on the Apriori algorithm. In this algorithm, the first step is to identify the items from the report. There are item sets \( I = \{1, 2, 3, \ldots, m\} \) and there are a set of actions to perform on these items. Then frequent item sets are mined using Apriori, then association rules are made to check on the test dataset. Then SQL queries are set per the rules. A misuse-based IDS was presented by Mansour Sheikhan and Zahra Jadidi [13] which is a hybrid technique. It uses the structure of two techniques which are an association rule mining algorithm and a connections model. The main thought behind merging this combo was to use the advantages of both pieces of knowledge-based and machine learning techniques. This is done to trace different attacks. As the result of association rule mining many rules are generated, to decrease this computational load the inputs of rule mining are based on the result of feature relevance analysis. After the implementation of this hybrid model, the results show that the system can report some critical attack categories, and it can give better results for the identification of attacks and especially for R2L, U2R, classes.

Ronald et al. [14] in their work presented how to increase digital investigator availability through efficient workflow management and automation. The main purpose in their work is to reduce the cost and providing forensic investigator more time to spend on quality case report as the capacities in digital storage is increasing, it has a significant time impact on digital forensic laboratories. The digital forensic investigation preparation is taking more time than detailed evidence analysis and reporting.

In this context, they have presented a workflow for the management automation for handling common digital forensic tools. This would provide more efficient use of hardware and software, and it also reduces the time which digital forensic experts waste conducting a different investigation process. The presented work is tested in a real-world scenario. The presented framework is composed of three workflows. The first framework is the creation of the image; it helps in controlling the image creation process. The registered user provides information about the committed crime and its nature and is asked to select the preparation steps. After the successful completion of the preparation steps, the acquisition task will be started without losing any time.

The second component Queue Server is for the implementation of the queue server which is for controlling third-party software. It will monitor a queue folder and checks on the time intervals for the job in queue for processing. Here job refers to the file store in the queue directory containing information. The third component is for cleanup and archiving that will run to clean up and archive closed cases. It will read the configuration file, make a copy of the case registration and check each folder in the directories.
4. PROPOSED FRAMEWORK
   A framework, DFAC, has been proposed for collecting the anomalies from network behavior. Framework DFAC is shown in figure 2 below.
   
   4.1. Collecting TCP (Transmission Control Protocol) Data
   In the first phase of our framework TCP logs are collected from the workstations or server. These logs contain the basic information about source and destination and data travel through the network. TCP works on the transport layer and is called transport layer protocol [10].

   Transport layer is the layer of OSI (open system interconnection model) whose basic responsibility is to maintain end to end communication over internet [10], this layer also ensures the reliability of the packet and handles errors and data lose if any. TCP is used by the application to make sure the guaranteed delivery of data packets. When data is transferred from source to destination the data packet contain a MAC (Media Access Control) header, which is at the beginning of the network packet to turn it into a frame, IP header, TCP header and data.

4.2. Saving Collected Data in Databases
   The second phase of our above shown framework is to save the collected logs in the databases. Collected data should be saved as it is collected in its original form and further processing is done separately. If the processed data is lost or damaged later, we have the original data in databases. The test data is saved here, when there are no incoming server’s TCP logs.

4.3. Data Pre-processing
   Data pre-processing is the important step in database management. When data is collected in a large amount from some place there are chances of redundant and duplicate data. Data preprocessing makes the data stable. If that data is included in the experiment it may not give the accurate result as wanted. For this reason, collected data is processed to remove any duplicate or redundant entries from collected logs.

4.4. Extracting and Analyzing Digital Evidences
   After the preprocessing of data, the next step is to extract the digital evidence. Those entries which provide a strong connection with the case are the digital evidence and this is done with the help of attributes. The best attributes in
5.1. Data Collection

The dataset which we have used to check our prototype is NSL-KDD which is the updated version of KDD cup 99 datasets [18]. This dataset is composed training and test data. The training dataset has 21 different attacks which are 37 % of test dataset [18]. The Cross-validation folds’ value is set to 10 in this. The attack types are grouped into four categories: DoS, U2R, Probe and R2L. The number of instances in training and test dataset are shown in the table 1 below:

### Table 1. Number of Instances in Training and Test Datasets

<table>
<thead>
<tr>
<th>Categories</th>
<th>Instances</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Training data</td>
</tr>
<tr>
<td>Normal</td>
<td>67343</td>
</tr>
<tr>
<td>DOS</td>
<td>45927</td>
</tr>
<tr>
<td>Probe</td>
<td>15656</td>
</tr>
<tr>
<td>U2R</td>
<td>52</td>
</tr>
<tr>
<td>R2L</td>
<td>995</td>
</tr>
</tbody>
</table>

6. RESULTS AND DISCUSSION

The result of classifiers is shown below in table 2:

The first classifier Conjunctive Rule Learner is correctly Classifying 23692 instances, acquiring an accuracy rate of 94.0457%. The incorrectly classified instances are 1500. TP (True Positive) rate for class normal is 0.921 and TP rate for the class anomaly is 0.963. The FP (False Positive) rate for class normal is 0.037 and FP rate for anomaly class is 0.079. The detailed output is shown in table 3.

The second classifier ZeroR Learner is correctly classifying 13449 instances. The accuracy rate of this classifier is 53.386 %. The incorrectly classified instances are 11743. TP (True Positive) rate for class normal is 1 and TP rate for the class anomaly is 0. The FP (False Positive) rate for class normal is 1 and FP rate for anomaly class is 0. Time taken by this classifier is 5.95 seconds. The detailed result is shown in table 4.

The third classifier Ridor Learner is correctly classifying 25091 instances. The accuracy rate is 99.5991%. Incorrectly classified instances are 101. TP rate for normal and anomaly class is 0.999, 0.992 respectively. FP rate for normal and anomaly class is 0.008,
0.001 respectively. The output for Ridor Rule Learner is shown in Table 5:

The top two best classifiers are Ridor Learner and Conjunctive Rule Learner. As compared to ZeroR classifier, both are achieving an accuracy of 99.59% and 94.04% respectively. Even though ZeroR classifier is producing better results (in percentage), but it is taking too much time, almost two hundred percent more execution time. So, on such values, we will say that Conjunctive Rule Learner is a better classifier as compared to the other two classifiers. The classifiers may vary in result if some other dataset is used. Different classifiers give different results per the dataset. In this work, only one type of data set is used, so in this context, the Conjunctive Rule Learner classifier is performing well.

We have also compared our results with other studies too. Seyedamin et al. [19] also used the classifier Conjunctive Rule Learner along with many other classifiers for the prediction of heart disease. They achieved an accuracy of 69.96%, whereas, in our studies, it’s 94.04%. Pradeep [20] used multiple classifiers in his studies to predict software faults. He used both Ridor and Conjunctive Rule Learner classifiers and achieved 91.21% and 92.19% respectively as compared to our results 99.59% and 94.04% respectively. In both classifiers, we have achieved better results.

**Table 2. Classifiers Results**

<table>
<thead>
<tr>
<th>Rule Learner</th>
<th>Correctly Classified Instances</th>
<th>TP Rate Normal</th>
<th>TP Rate Anomaly</th>
<th>FP Rate Normal</th>
<th>FP Rate Anomaly</th>
<th>Time (seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conjunctive Rule Learner</td>
<td>23692</td>
<td>0.921</td>
<td>0.963</td>
<td>0.037</td>
<td>0.079</td>
<td>2.27</td>
</tr>
<tr>
<td>ZeroR Learner</td>
<td>13449</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>5.95</td>
</tr>
<tr>
<td>Ridor Learner</td>
<td>25091</td>
<td>0.999</td>
<td>0.992</td>
<td>0.008</td>
<td>0.001</td>
<td>49.92</td>
</tr>
</tbody>
</table>

**Table 3. Output of Conjunctive Rule Learner**

<table>
<thead>
<tr>
<th>Normal</th>
<th>Anomaly</th>
<th>Total Number of Instances</th>
<th>Correctly Classified Instances</th>
<th>Incorrectly Classified Instances</th>
<th>Time taken (Sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.085998</td>
<td>0.914002</td>
<td>25192</td>
<td>23692 (94.04 %)</td>
<td>1500 (5.954 %)</td>
<td>2.27</td>
</tr>
</tbody>
</table>

**Table 4. Output of ZeroR Learner**

<table>
<thead>
<tr>
<th>ZeroR predicts class value</th>
<th>Total Number of Instances</th>
<th>Correctly Classified Instances</th>
<th>Incorrectly Classified Instances</th>
<th>Time taken</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>25192</td>
<td>13449 (53.386 %)</td>
<td>11743 (46.614 %)</td>
<td>5.95 seconds</td>
</tr>
</tbody>
</table>

**Table 5. Output of Ridor Learner**

<table>
<thead>
<tr>
<th>Total number of rules</th>
<th>Total Number of Instances</th>
<th>Correctly Classified Instances</th>
<th>Incorrectly Classified Instances</th>
<th>Time taken</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>25192</td>
<td>25091 (99.5991 %)</td>
<td>101 (0.4009 %)</td>
<td>199.14 seconds</td>
</tr>
</tbody>
</table>
7. CONCLUSION AND FUTURE WORK

In this paper, a framework is proposed regarding Digital Forensic Investigation Process. The main idea is to detect crime patterns by capturing internet behavior. We have done this by using data mining techniques and classifier evaluation in WEKA. This framework is consisting of three processes. The first process is to collect TCP logs and storing them in databases. The second process is to apply the algorithm and find the digital crime pattern. The third is to generate a result. Three classifiers ZeroR Learner, Ridor Learner and Conjunctive Rule Learner were used to evaluate the performance of the framework. Conjunctive Rule Learner classifier outperformed as compared to other classifiers and achieve an accuracy of 94.0457%.

In the future, we would implement an algorithm and build a prototype of our proposed work. We would also try to take the real-world dataset on run time to run the algorithm and to test results on different other classifiers.
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